


The relativity of
“Horizons”

0 Mathematical horlzows are wmore schematie and reductive

They deal with underlying principles, and hence . . . more
universally operative

They may streteh further into the distance - but are Less
obviously relevant

The mathematics may appear to ortginate and have
stgnificance iwdepewdewtl,g of the real world - an tllusion!
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Turing’s “universal” model of
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tape, infinitely extendable
in each direction

Emergence L Nature aLgori’chmio?
Modelling chaotie, or gquantum phenomena?

qrowth of new computational paradigms based on metaphors
for natuwral phenomena, and of informative computer
stmulations got from copying nature




QUESTIONS ...

can natural computation, in its various forms,
provide us with genuinely new ways of computing?

To what extent can natural processes be captured
compu’catiowa LLg?

s there a universal model underlying these new
paradigms?

Or Ls natural aompu‘catlow essew’ciaLLg an ad hoe
acti\/itg? Theoretieal Limitations?
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Observation, Prediction
and Theory

“According to Bacown, scientists should travel over the earth
collecting facts, until the accumulated facts reveal how Nature
worRs. The sclentists will thewm tnduce from the facts the laws that
Nature obeys.

Accorollwg to Descartes, sclentists should sta y at homwe and deduce
the laws of Nature by pure thought. ... Faraday and Darwin and
Rutherford were Baconians: Pascal and Laplace and Poincaré were
Cartestans. Sciewce was greatly enriched by the cross—fertilization
of the two contrasting ... cultures."

from Freeman Dyson's introduction to George Odifreddi's “The Mathematical Century :
The 20 Greatest Problems of the Last 100 Years”




The Algorithmic
Content of Science

Newton onwards - overarching aim of science became the
extraction of the algorithmic content of the world

Elnsteln [p.54, “oOut of My Later Years’, 1950]1: “When we
say that we understand a group of natural phenomena, we
mean that we have found a constructive theory which
embraces them.”

with the constraint of Popperian falsification as
retnforcement




“Ggiven for one instant an intelligence which could

comprehend all the forces by which nature Ls anitmated
and the respective situations of the betngs who compose it
- an intelligence suffictently vast to submit these data to
analystis - it would embrace tn the same formula the
movements of the greatest bodies and those of the lightest
atow; for it, nothing would be uncertain and the future,
as the past, would be present to its eyes."

from P. S. de Laplace [1819], "Essai philosophigue sur Les probabilités”




“For the mathematician there Ls no lgnorabimus, and, tn

my opivxiow, not at all -(:or natural sctence etther. ... The
true reason why [no onel has succeeded tn funding an
unsolvable problem is, tn my opinion, that there Ls no
unsolvable problem.
n contrast to the foolish ignorabimus, owr credo avers:
we must Rnow,
we shall kwnow. “

- David Hilbert’s opening address to the Society of German Scientists and Physicians,
Kdnigsberg, September 1920

\




Unpredictability in
mathematics

Since 1936 we have a good itdea of what an algorithm is
(Church-Turing Thesis) - can talk about computable real
numbers

Take a computable real number - say T - thew ask: “Is there
a sequence of exactly n #'s tn the dectmal expansion of ?”

May owe day prove a theorem giving an answer for any
given natural mumber n - but there are computable reals for
which we know there can be no predictive program




Where are the
uncompleted infinities?

\

“Shine a bright light on the graph of a computable function over the natural
numbers, and its shadow is likely to be incomputable - or more precisely, the
projection of a suitable computable binary relation over the numbers produces
an incomputable set of numbers.
So it seems we already knew that you get incomputable objects by selectively
observing algorithmic processes.
The only problem with our ... example is one seems to need infinitely much
time, which makes the computable simulation of incomputability interesting,
but difficult to connect with our own world.”
\_ J

SBC, Pefinability as hypercomputational effect, Applied Mathematics and
Computation, to appear.




Incomputability into
the long grass . . .

The birth of Recursion Theory, and an emphasts on purely
mathematical issues (extending to logic tn general)

The growing belief that mathematics - and science tn
general - could carry on much as before. Natural examples?

Discovery (). Myhill) that all the unsolvable problems
discovered in the 1930s were basieally the same

Richwness of the computable universe revealed




Natural phenomena as
discipline problem

!woomqubLLitg as a mathematical YCRLL’CH -e.0., Lwabil,ita
to predict the halting of universal computing machines, or to
tell if an argument is LogioaLLg valid

Reduction of “natural” examples to Turtng model - e.g.
guantum aompu’catiow

Martin Davis versus the hypercomputationalists (Jack
Copeland et al)




Natural phenomena as
discipline problem

“The great success of modern computers as all-purpose algorithm-executing
engines embodying Turing's universal computer in physical form, makes it
extremely plausible that the abstract theory of computability gives the correct
answer to the question ‘What is a computation?’, and, by itself, makes the

existence of any more general form of computation extremely doubtful.”
\ J

Martin Davis [2004], The myth of hgperoompu’catiow. n Alan Turing: Life ano legacy of a great
thinker (C. Teuscher, ed.), Springer-verlag

But - Philip welch [2004]1 - logical proofs of the impossibility of
hypercomputation “wmay be akin to proofs that fairies are Logically
Lmpossible: damwn hard to be convineing.”




Natural phenomena as
discipline problem

Persistence of problems of predictability - at quantum Level,
relation between emergence and chaos, relativistic

phenomena (see Istvan Németl and HajwaL AwndreRa, 2005)

Renewed Lnterest tn analog and hybrid computing
machines leading to: ... the classical Turing paradigm.

may no longer be fully appropriate to capture all features of
present-day computing.”

-_). van Leeuwewn, ). Wledermaww, The T'u.riwg Machine Pamoligm LA Cow’cempomrg)
Compu.tlwg. I Mathematics Unlimited - 2001 and Begowd, LNCS, 2000




“Von Neumann’s axioms distinguished the U (unitary evolution) and
R (reduction) rules of quantum mechanics. Now, quantum computing
so far (in the work of Feynman, Deutsch, Shor, etcj is based on the U
process and so computable. It has not made serious use of the R process:
the unpredictable element that comes in with reduction, measurement, or
collapse of the wave function.”

Awndrew Hoodges

tn “What would Alan Turing have dowe after 195427, from Teuscher,

“Alan Turing: Life and legacy of a great thinker”




Co-operative
phenomena

1970 - Georg) Krelsel proposes a colliston problem related
to the 3-body problem, which might result tn “an analog
aompu.tatlow of A WOW-FECUYSLVE fuwctiow”

Panlevé Problem (1897#): Do nown-colliston singularities
exist for the N-body problem for any N=42

“Yes” - Jeff Xia, 1988, Saart and Xia, Off to nfinity tn
Flnite Tlme, Not. Amer. Math. Soc. 42, 1995




Chaos and its
Analogues

Growth of Chaos theory, gewneration of tinformational
aompLethg via very simpLe rules, accompa nied log the

emergence of new regularities - e.g. Robert Shaw [1984]

Link between structures L nature, and mathematical
objects, such as the Mawndelbrot and julia sets

O Penrose, Smale - computability of Mandelbrot, Julia
Sets?




Now we witnessed ... a certain extraordinarily
complicated looking set, na mely the Mandelbrot set.
Although the rules which provide its definition are
surprisingly simple, the set itself exhibits
an endless variety of highly elaborate
structures.

Roger Penrose

ln “The Emperor’s New mind”, Oxforad LUniv. Press, 1994

Recent results - Braverman

[1999], Hertling [2005],
Rettinger [2005], Rettinger
and wethrauch [200=2]




How far can the
standard model stretch?

~N

“One example of a problem that is not algorithmic is the following instruction from a
recipe [quote Knuth, 1968]:

‘toss lightly until the mixture 1s crumbly.’

This problem is not algorithmic because it is impossible for a computer to know how
long to mix: this may depend on conditions such as humidity that cannot be predicted
with certainty ahead of time.

In the function-based mathematical worldview, all inputs must be specified at the start of
the computation, preventing the kind of feedback that would be necessary to determine
when i1t's time to stop mixing.”

\_ J

D. goldin, P. Wegwner [20051, The Church-Turing Thesis: Breaking the Myth. n CLE 2005: New Compu’catiowal,
Paradigms: Papers presented at the conference in Amsterdam, June -12, 2005, LNCS 32526




How far can the
standard model stretch?

Need to be wary of elevating itmportant operational
aspects tnto something wmore fundamental

E.g. David Deutsch [The Fabric of ReaLLtM, 1997, p.210]
- the massive parallelism delivered by quantum
compution (as it is cwrrently concelved) Ls perfectly well
contained within the classieal sequential model

Ruestlon Ls - where Ls the phase tra nstttom with real
paradigm testing potential?




The elusive Global to
Local connection

Extreme example - The actuality of quantum non-
Locality, and Lack of understanding of its connection

with familiar ph 5sicaL laws (EPR, Bell’s Inequa thg)

Closer to howe - Economic activity (e.9.) and Lts global
constraints

weather prediction, evolution, consciousness, of
classical reality from quantum ambiguity, the origins
of Life, or of Large structures L the Universe . . .




Descriptions and
Emergent Structure

Intuition - entities exist because of, and according to,
mathematical Laws. (n the words of Letbwniz [1714] -

“The Monadology’, sections 31, 32: “ ... there can be
found no fact that is true or existent, or any true
proposition, without there being a sufficient reason for
Lts betng) so and not otherwise, although we cannot
kinow these reasons Ln most cases.”




Definability and
Invariance

So existence not only generates descriptions, but arises
from them . . .

Connecting with a useful abstraction - that of
mathematical oleﬁwabLLLtg - or, more generally,
invariance (under all automorphisms of a
structure) . . .

So providing a potentially non-algorithmic
determinant of events
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I believe the
following aspects of evolution to be true, without
knowing how to turn them into (respectable) research topics.

Important steps in evolution are robust. Multicellularity evolved at
least ten times. There are several independent origins of eusociality. There
were a number of lineages leading from primates to humans. If our ancestors
had not evolved language, somebody else would have.

Cooperation and language define humanity. Every special
trait of humans 1s a derivative of language.

Martin. Nowak,

Director, Program for Bvolutiona ry Pyna mtics, Harvard lx&wi,\/ersitg,

tn_John Brockman (ed.): “wWhat we Believe But Cannot Prove”



The Human Mind As
Case Study

Fawmiliar - Baconian experience easily got through
solving everyday problems, and observing others

Mechawnics of brain well-documented

Does not feel, or appear to compute, like a Turing
machine - role of creativity, consciousness, tintuition

Relevant - tmportance of Copying how humans think
for Al ete . . .




Hadamard on
Mathematical Intuition

“At first Poincaré attacked [a problem] vainly for a fortnight, attempting
to prove there could not be any such function ... [quoting Polncaré]:

4 A
‘Having reached Coutances, we entered an omnibus to go some place or other. At the

moment whew [ put my foot on the step, the idea came to me, without angthiwg LA my
former thoughts seeming to have paved the way for it ... tdid not verify the wdea ... (
went on with a conversation already commenced, but t felt a perfect certainty.
On my return to Caen, for conscience sake, | verified

the result at my letsure.” “

. J

from Jacoues Hadamard [1945]1, "The Psychology of Invention tn the Mathematical Fleld”, Princeton Univ. Press




Description versus
Computation

O Turing, 1939 - The computational content of descriptions
can be captured hiemrohicaug - but n uv»prediotabl,e ways

O No consistent theory captures arithmetic (Godel)- but we
can hiemrahicaLLg transcend this barrier

O Butthew - tdentifying the route to a new theorem tnvolves
using an incomputable oracle

0 Despite unductive structure, reductiontsem breaks down




Mathematical reasoning
may be regarded ... as the exercise of a combination of
... intuition and ingenuity. ... In pre-Godel times 1t was thought by
some that all the intuitive judgements of mathematics could be
replaced by a finite number of ... rules. The necessity for intuition
would then be entirely eliminated.
In our discussions, however, we have gone to the opposite extreme and
eliminated not intuition but ingenuity, and this in spite of the
fact that our aim has been in much
the same direction.

Alan Turing [1939],
Systems of Logic based ow ordinals, Proc. London Math. Soc. (2) 45, pp.161-228.
Reprinted in A. M. Turing, Collected Works: Mathematical Logic, pp. S1-148.

Awn explanation of why written proofs do not tell us how the
proof was discovered . . .




O Awnd such toeas persisted: “... if a machine is expected to
be tnfallible, it cannot also be tntelligent. There are
several theorems which say almost exactly that.”

- ALM. Turing, talk to the London Mathematieal Society, February 20, 1947,
quoted in Andrew Hodges, p.36&1

O “The results which have been described tn this article are
mainly of a negative character, setting certain bounds
to what we can hope to achieve purely by reasoning.
These, and some other results of mathematical logic ma Y
be regarded as going some way towards a
demonstration, within mathematices itself, of the

inadequacy of ‘reason’ unsupported by common sense.”

- final paragraph of Alan Turing, Solvable and Lnsolvable Problems,
Penguin Sclence News 31, 1954, p.23




Intelligent machines as
emergent phenomena

Need to bridge the gap between higher mental
functionality and ... what algorithmic context?

Dlfficult - R,oolweg Brooks [Nature, 2001]: “neltther Al
S or Alife has produced arvtifacts that could be confused
with a living organtsm for more than an itnstant.”

But pa radigm-stretehing features tn evidence Lin ma nwy
different contexts . . .




There 1s a reasonable chance
that connectionist models will lead to the development of
new somewhat-general-purpose self-programming, massively parallel
analog computers, and a new theory of analog parallel computation: they
may possibly even challenge the strong construal of Church's Thesis as the
claim that the class of well-defined computations is exhausted
by those of Turing machines.

Paul Smolensky [19LL] (recipient 2005 Pavid €. Rumelhart Prize),

Ow the proper treatment of connectionism, in Behavioral and Brain Sciences, 11, pp. 1-74

Evidence Ls: The basic ingredients for a new
computatiowaL olisc’upLLwe are alread Y present




New computational paradigms via mathematical moolels
seem to need more understanding of Nature thawn we have

Back to a wmore Baconian tnterface with Natwre . . .

(

“Some of the great physical systems to be studied as objects of control
are the dynawmic processes tw the living organisms, especially wnder
pathological conditions.”

- Boris Kogan, pioneer developer of the Soviet Union's first analog and hybrid computers, in an interview
with Daniel Abramoviteh, pp. 52-62 of the June 2005 issue of the IEEE Control Systems Magazine

~N




Nature in the driving seat

qetting tntelligent machines themselves via emergence . . .

4 )

“l used to think we'd do it by engineering. Now |
believe we'll evolve them. We're Likely to malke
thinking machines before we understand how the
mind works, which s kRind of backwards."

- Daniel Hillis, Chief Technology Officer of Applied Minds, tne. (and ex-vice
President, Research and Development at walt Diswe5 magineering), April 2001

J

May bring operational benefits, even within standard wmodel




‘ Nature in the driving seat

ldea - Ride the ph gsicaL world's rich computational resources,
without wowgﬁwg too much about understanding the
vw\,derl,gj ing rules of the game

Approach may be Limited - takes tngenuity to get a natwral
process to compute more than ttself

Problem veplicating the modularity and subroutines of
human problem solving and the wider natural environment

E |
<
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Nature in the driving seat

But - may bring practically useful results, and be the best
we caw do tw the short to medium term

And a potewtial, source of Baconitan understanding . . .

In particular, hypercomputational suspletons are raised, the
haroer Lt Ls to divorce computational approaches from thelr
real-world origins




“The domestication of horses around five or six thousand
years ago brought a revolution tn transportation, only
achieved through a creative interaction between humans and the
natural world. At that timee, traiwg to understand the priwciptes

underlying the equine organism tn order to synthesise an artificial
horse was unthinkable. But a few thousand years Later there was
enough understanding of scientific basies to underpin the
Lnvention of the ~irown horse’, Leading, amongst other things, to
the opening up of many previously tsolated parts of the world to
people with no riding skills whatsoever.”

- S.B.C., Defina bLLLtg as h 5percomputat£owm effect, Applied Mathematics and Computation, to appear




But where is the
inductive structure?

O Have many exciting new computational paradigms
expressing metaphors for natural processes

O - such as quantum ano wmolecular compu’ciwg, membrane
computing, neural networks, cellular automata, L-
systems, DNA computing, swarm and evolutionary
computation, relativistic computing, ana evolving real-
world models Like grids and the internet

O But for us algorithmic content gives rise to new emergent
forms, which further feed our algorithmic appetites




Connectionist Models
of Computation

These have come a long way stnce Turing's [194€]
discussion of ‘unorganised machines’, and MceCulloch
ano Pitts [194=] early paper on newral nets

O But for Steven Punker “... neural networks alowne cannot
do the job”.

O Awnd focussing ow our elusive higher functionality, he
points to a “kRind of mental fecundity called
recUrsLon” . . .




We humans can take an entire proposition and give it a role in some larger

proposition. Then we can take the larger proposition and embed it in a still-
larger one. Not only did the baby eat the slug, but the father saw the baby eat

the slug, and I wonder whether the father saw the baby eat the slug, the father
knows that I wonder whether he saw the baby eat the slug, and I can guess

that the father knows that I wonder whether he saw the baby eat the slug, and
SO on.

Steven PlnRer,
photo credit: www.harryborden.com How ‘tl/le MI:V\/d WOVK’.,S, w. W. NDYtOI/\/, New YOV‘Q/ 1:9_97'

O Making a stmilar point - Damasio has a nice description of the hierarchical
development of a particular instance of consclousness within the brain,
interacting with some external object . . .




“... both organism and object are
mapped as neural patterns, in first-order maps; all of these

neural patterns can become images. ... The sensorimotor maps pertaining to the
object cause changes in the maps pertaining to the organism. ... [These] changes ... can be

re-represented in yet other maps (second-order maps) which thus represent the relationship of
object and organism. ... The neural patterns transiently formed in second-order maps

can become mental images, no less so than the neural
patterns in first-order maps.”

Awntonio Damasto,
The Feeling of what Happens, Harcourt, Orlando FL, 1999

O Plcture is - re-representation of newral patterns formed across some region of
the bratn, Ln such a wa Yy that they can have a computational relevance in
forming new patterns

O Key conception - computational Loops tncorporating, in a controlled way,
these ‘second-order” aspects of the computation itself




Towards a basic
computational model

O Key ingredients - tmaging, parallelism,
iwteraowwectivitg, and a counterpart to the secomd-order

VECUYSLOWS poiw’ced to above

Connectiontst models - strong on parallelism,
Lnterconmectivity, Lmaging - but not recursions

Complex patternings of neural events emerge, but with
no underlying local mechanism evew though one may
get a description Ln terms of the original structure




“As the brain forms images of an object - such as a face, a melody, a toothache, the
memory of an event - and as the images of the object affect the state of the organism,
yet another level of brain structure creates a swift nonverbal account of the events that
are taking place in the varied brain regions activated as a consequence of the object-
organism interaction. The mapping of the object-related consequences occurs in first-
order neural maps representing the proto-self and object; the account of the causal
relationship between object and organism can only be captured in second-order neural
maps. ... one might say that the swift, second-order nonverbal account narrates a
story: that of the organism caught in the act of representing its own changing state
as it goes about representing something else.”

\

- Antonio Damasio [19991, The Feeling Of what Happens, p.170




The role of external
interaction

OV\,LE, makes sense to Lwtcgrate external tnteractlon tnto
a standard wmodel Lf all processes are standard

Otherwise - algorithmic content must be signalled as the
recordable Link connecting non-standard tnformation

Now Less trivial dealing with Goldin and Wegwner's
examples of real-world interactivity . . .




The role of external
interaction

... taking us beyond thinking of untelligence as something
that restdes purely within the autonomous brain:

=
“Real computational systems are not rational agents that

take inputs, compute logically, and produce outputs ... It
1s hard to draw the line at what is intelligence and what 1s =}
environmental interaction. In a sense, it does not really matter
which 1s which, as all intelligent systems must be situated in
some world or other if they are to be useful entities.”

- Rodwney Brooks, Intelligence Without Reason, A.l. Memo No. 1293, The A.L. Laboratory,
M.LT., Cambridge, MA, April 1991




Engineering
emergence

The emergent brain may depend on processes which are
not eastly simulable over significantly shorter time-
scales thaw those to which natural evolution is subject

Maybe we will never build an artificial brain . . .

L. but may still get enouwgh understanding of baste
h 5p6raomputatlowm priwoipLes to build computers whieh
do things undreamt of today




Deconstructing natural
processes

Turing, 1926 - The real qu.estiow at Lssue Ls “wWhat are the
possLbLe Processes whteh can be carried out L
computing a [real]l number?”

- not “What Ls a computable function?” - question freed from teleological constraints

~
“Through the seventies, | became convinceed that a theory of

conecurrency and nteraction regquires a new conceptual framework, not
Just arefinement of what we find natural for sequential computing.”

- Robin Milner in his 1991 Turing Award Lecture




The Black Box Model

Revisited

Turtng'’s concept of tntelligence as an essentia LLy co-
opemtl\/e phenomenown, and his tnvention of the oracle
Turing machine [1939]

Awnd the model based on this which reflects the energy/
matter dichotomg in Nature, and emergence tn terms of
deﬁwabilitg (descriptions)

A model which reflects sclentific practice tn its
descriptions of the Universe in terms of extracted
algorithmic content of relations over the reals




The Black Box Model
Revisited

“If one abstracts from the Lniverse its information
content, structured via the baste ... fundamental laws of
nature, one obtains a particular ... manifestation of the

Tuwring universe ..., within which vague guestions attain
a precise analogue of quite plaustble validity."

- SBC, Pefinability as hypercomputational effect, Applied Mathematics and Computation, to appear




Our deconstructed
informational Universe

Described in terms of reals

with natural laws based on algorithmice relations
betweew reals

EBwmergence deseribed tn terms of definability/invariance

. . . which gives rise to new levels of algorithmic structure

... and a fragmented sclentific enterprise




Tuwring unlverse - our overview of material universe -
cannot uniquely describe tnformation content

Usting our tools, Lt features quantum ambig uitg) - not
true for hyperarithmetical observers!

The humawn bratn hosts parallel realities, whitch ma Y or
may not cLarifg




ldentical twins analogy - tn our world we may wot be
able to tell the difference - with better extraction of

information, we coulol

But - for us - there is a theoretical barrier to the quality of
information we can access

we have a universal model, but cannot butld tt, and can
only access a small part of Lt




Baconian Enterprise,
Cartesian Surprises . . .

Growth of a new interdisciplinary research culture -
particularly tn Burope - bringing together computer

scientists, mathematicians, ph 5s£c£sts, natural
scientists, philosophers . . .

-/ /WWW.CS.SWAW.Ac.uk/cLeos/

//www.maths.leeds.ac.uk/cle/







